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(a) perceiving targets with different eccentricities and sensory cues
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Fig. 1: Predicting the reaction latency under multi-sensory integration and eccentricities. (a) illustrates a virtual environment where two
VR individuals perceive three targets: a biker ringing a bell (red, visual and audible), a pedestrian (blue, visual but silent), and a honking
car behind the wall (green, audible but invisible). Their reaction time to each target differs based on their standing positions (different
eccentricities) and sensory cues. The insets illustrate the first-person views assuming gazing at the center. (b) shows our probabilistic
model predicting the mean (marked with diamond dots) and probability distribution of reaction latency for the two individuals. The
reaction time for visual/auditory targets exhibits opposite effects with eccentricities.

Abstract— Virtual/augmented reality (VR/AR) devices offer both immersive imagery and sound. With those wide-field cues, we can
simultaneously acquire and process visual and auditory signals to quickly identify objects, make decisions, and take action. While
vision often takes precedence in perception, our visual sensitivity degrades in the periphery. In contrast, auditory sensitivity can exhibit
an opposite trend due to the elevated interaural time difference. What occurs when these senses are simultaneously integrated, as is
common in VR applications such as 360◦ video watching and immersive gaming?
We present a computational and probabilistic model to predict VR users’ reaction latency to visual-auditory multisensory targets. To this
aim, we first conducted a psychophysical experiment in VR to measure the reaction latency by tracking the onset of eye movements.
Experiments with numerical metrics and user studies with naturalistic scenarios showcase the model’s accuracy and generalizability.
Lastly, we discuss the potential applications, such as measuring the sufficiency of target appearance duration in immersive video
playback, and suggesting the optimal spatial layouts for AR interface design. We will release our source code and model upon
acceptance.

Index Terms—Virtual reality, augmented reality, human perception, visual-audio, reaction latency

1 INTRODUCTION

In immersive applications, such as VR gaming or 360◦ video-watching,
we synchronously integrate and interpret information from multiple
independent sensory sources, including vision and hearing. The speed
in integrating the multisensory cues and then taking subsequent action
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dictates our ability to successfully complete a task in time. Imagine
we are playing a VR game. Is it possible we could fail to notice an
approaching enemy because our focus shifts too slowly?

Extensive research has delved into how visual content may affect
target-shifting behaviors [45, 73]. The discoveries have also catalyzed
applications in accelerated rendering for virtual experience [2], gaming
for immersive interaction [16], and viewing comfort for 360◦ stereo-
scopic videos watching [59]. The impact of auditory cues on human
reaction performance is also independently investigated [28, 35, 50],
and are found to influence the visual performance once integrated
[14, 33, 47]. Based upon those observations, it is imperative to estab-
lish a characterized and computational model to guide VR applications,
where content may have arbitrary properties and positions throughout
the field of view. However, existing psychophysical measurements
are primarily performed with singular sensory modality. To our best
knowledge, there is no operationalized and algorithmic model that
can comprehensively predict the reaction latency, concerning visual-
audio stimuli variations and human behavioral noise [84] under various
dimensions.
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To bridge the knowledge gap between statistical observations and
practical immersive applications, we first experimentally study hu-
man target-shifting latency when presented with synchronized visual-
auditory stimuli. The latency is measured with the onset timing of
rapid saccadic eye movements. Using both uni- and multi-sensory
stimuli in a virtual environment, we investigate various dimensions of
perceptual characteristics (visual contrast and auditory volume) and
eccentricities across the field of view. Motivated by prior discoveries
and our statistical analysis, we develop a computational probabilistic
model by regressing its parameters using our acquired behavioral data.
Our regression framework is inspired by decision-making modeling via
stochastic drift-diffusion [16, 44, 81].

Statistical analysis and user studies with VR evidenced our model’s
accuracy in different tasks, as well as natural and complex environ-
ments. We further showcase the model as a proof-of-concept target
perceptibility metric that provides potential guidelines for multisensory
(visual-audio) VR interactive applications, AR interface, and video play-
back, as well as understanding the potential detrimental consequences
of audio-canceling devices. To summarize, we make the following
main contributions:
• a comprehensive set of VR psychophysical studies for collecting

large-scale human reaction latency data during target-reaching, in-
volving a wide range of visual-auditory stimuli characteristics;

• a regressed, analytical model that predicts the probabilistic distribu-
tion of human reaction latency to an appeared visual and/or auditory
targets in VR;

• the model-derived potential design guidance for reaction-optimized
immersive applications, including visual-auditory interface layout
and video playback speed.

2 RELATED WORK

2.1 Gaze-Aware Perception in VR/AR
Wide-field immersive displays such as the Vision Pro and Hololens 2
are commonly equipped with low-cost, high-accuracy eye trackers. The
run-time gaze information, while combined with the wide-field displays,
allows for eccentricity-aware graphics systems. In particular, with
computational models depicting the degraded visual acuity in peripheral
vision [48, 49], computer graphics systems may be guided to reduce
computation workload [41, 42, 61, 82, 86], transmission bandwidth [12,
34, 37], or enhance visual depth perception [40, 77]. However, current
gaze-aware graphics systems primarily leverage visual-only perceptual
limits, leaving their potential interference with audio unattended.

2.2 Reaction Time Performance
The latency of our reaction to a surrounding event is a core metric of
human-centric task performance in broad scenarios such as driving [76],
esports [75], and VR/AR [29]. Measuring reaction latency requires
precisely timing the onset of identifiable human action. Due to the
challenges of reliably detecting cognitive activities, biometric markers
have been leveraged to identify the moment of action; examples include
brain waves [65] and muscle response [38]. Among these markers, eye
movement stands out as a convenient and accessible measurement [68].
In particular, saccade – the ballistic eye movement when humans switch
targets – may be detected by gaze velocity patterns [18]. The time
interval between the appearance of the target and the onset of saccades
is a widely utilized metric for measuring reaction performance [25, 88].

Human behaviors, including reaction latency, exhibit probabilistic
patterns due to sensory and control noise [7, 45]. To formulate those
uncertainties, drift-diffusion model (DDM) [24] is extensively validated
as a computational framework for both uni- [16, 17] or multi- [72] sen-
sory cues (see Section 4.1). With DDM, reaction latency is formulated
as the probabilistic distribution of decision-making after accumulated
evidence reaches a threshold [16, 24]. To our knowledge, current com-
putational models for reaction performance primarily concentrate on
specific or invariable target characteristics. However, it is crucial to sys-
tematically functionalize the interplay across multiple axes to facilitate
downstream interactive graphics applications in the wild. Therefore, we

aim to bridge this gap by developing a unified model that focuses on the
distinct characteristics of individual sensory cues and their interference,
concerning target eccentricity, visual contrast, and auditory volume.

2.3 Multimodal Perception and Interaction
In certain circumstances, vision may dominate our multisensory percep-
tion [62]. However, as eccentricity increases and visual acuity degrades,
auditory cues gradually gain more sensitive and could even overwrite
visual information [26, 32, 71, 89]. For instance, the ventriloquist effect
– audio localization being biased toward visual stimuli – becomes less
noticeable in the far periphery [10]. Meanwhile, studies have also
found that conjugate audio may enhance performance in visual search
tasks [50, 85]. Therefore, while visual and auditory evidence coexists,
they jointly influence target acquisition and reaction performance.

Prior studies have presented hypotheses and experiments to under-
stand how humans integrate and react to multisensory inputs. Bayesian
inference is commonly used to learn visual-audio perceptual percep-
tion, considering cognitive and behavioral noises [5, 8, 83]. Studies
have also evidenced that humans might employ statistically optimal
strategies when weighing individual sensory cues [15, 20, 22]. When
trying to explain reaction time, various hypotheses have been proposed,
including temporal window integration [13, 14], normalization [57], or
averaging [81]. Given the lack of consensus on the underlying neuro-
logical model for temporal integration of multiple sensory inputs, our
aim, instead, is to form an executable and holistic model, predicting the
probability of reaction latency for diverse targets in natural applications.
Our model is regressed from and validated with human reaction time
data collected from VR with diverse conditions.

3 PILOT STUDY: TARGET-REACHING LATENCY WITH VISUAL-
AUDITORY STIMULI

Setup and participants As shown in Figure 2a, the study was
performed using a Varjo Aero VR headset (Table 1) with Sony XM5
noise-canceling headphones (Table 2). We recruited 6 participants (ages
23-29, 3 female) with normal or corrected-to-normal vision and hearing
conditions.In this experiment, we included a smaller participant group
for larger individual sample sizes to derive a probabilistic model in
Section 4. For each participant, an eye-tracking calibration was applied.
During the study, participants remained seated and perceived the visual
and/or audio stimuli through the headset and headphones. Their eye
movement data were recorded at 200 Hz with the gaze tracker provided
by the headset. The study was approved by the Institutional Review
Board (IRB).

Table 1: Varjo Aero

Display Resolution 2880 × 2720 pixels per eye
Display Refresh Rate 90Hz

Eye Tracking Frequency 200Hz
Eye Tracking Accuracy Sub-Degree

Table 2: WH-1000XM5 headphone

Frequency Response 20 Hz - 40000 Hz
Sensitivities 102 dB/mW (unit turned on)

Stimuli and conditions As in Figure 2b, the stimuli were a
fixation-assisting indicator [80], a pair of visual targets, and/or a
co-located spatial sound; all synthesized in Unity. We character-
ize the target stimuli with three primary dimensions, eccentricity
(e ∈ {5◦,10◦,15◦ 20◦}), visual contrast (c ∈ {0,0.1,0.5,4}), as well as
auditory volume (v ∈ {0,40 dB,52 dB,66 dB}) measured by a RISE-
PRO decibel meter. Note that v = 0/c = 0 indicates visual-only/audio-
only stimuli. The sample points for each dimension were selected
based on the preliminary study (see Appendix B for illustration). The
experiment was conducted with 12 visual-only + 12 audio-only + 36
integrated = 60 conditions.

For c ̸= 0 conditions, the visual targets were a pair of identical E
letters, both toward the left or right. For c = 0 (audio-only) condition,
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Fig. 2: Pilot study protocol and results. (a) shows the hardware and user settings. (b) denotes the stimuli and task, including visual-only (audio volume
v = 0dB), audio-only (visual contrast c = 0), and visual-audio integrated conditions. (c) visualizes the aggregated reaction latency (Y-axis) with regard
to eccentricity (X-axis). It compares the three stimuli groups; varied eccentricity effects can be observed with visual-only/audio-only/integrated stimuli.
(d)/(e) shows the reaction latency data (Y-axis) in three stimuli groups aggregated with contrast/volume (X-axis). Note that contrast=0/volume=0
indicates audio-only/visual-only conditions. Error bars represent standard error. Please refer to Appendix A for detailed histogram plots.

we substitute the “E”s with a pair of identical Gaussian Blob. Partici-
pants had to rely only on their perception of audio stimulus to perform
the task without gaining the visual cues. To minimize the reaction time
influence from the visual blobs, we intentionally designed the blobs to
have high contrast (c = 4) across all trials. The audio stimulus was a
20 Hz-20K Hz white noise in all conditions.

Task and procedure The task was a target-reaching using saccade
eye movement. Specifically, the procedure was:
1. a fixation indicator appeared at the screen center;

2. after a successful fixation for 0.5 seconds, the indicator disappeared;

3. after a short delay randomly selected between 300ms and 500 ms,
visual and/or audio stimuli simultaneously appear;

4. participants analyzed the

• in visual-only/ integrated, the "E"s’ orientations, and saccaded to
the correct "E" based on its direction. (If "E"s were facing to the
right, the participant saccaded to the "E" on the right side.)

• in audio-only, audio stimulus’s direction, and saccaded to the blob
accompanied by the audio.

Please refer to the supplementary video for an animated visualization.
For each participant, the experiment was performed with 6 repetitive

sessions, each was partitioned into 3 blocks (visual, audio, and inte-
grated). The order of blocks in different sessions followed the balanced
Latin square. Within each block, the trial conditions and the left/right of
the targets were fully randomized to prevent performance bias or carry-
over effects. The procedure took about 3 hours for each participant,
including a short training session and breaks between sessions. With
each condition repeated 36 times for each participant, we collected
12960 trials in total.

During the study, we considered the participants’ saccading in the
wrong direction to be insufficient perception of the visual and/or au-
ditory cues, so we rejected the corresponding trial and let users redo
it. Notably, the redo of the rejected trial has not been executed imme-
diately. The program randomly injected the rejected trial into the rest
of the undo trials to ensure the users had no prior knowledge of the
upcoming trials.

Data processing As in prior literature [19, 39], we measure users’
reaction latency as the duration between the onsets of target and
the primary saccade. We use the statistical approach from Engbert
and Mergenthaler [18] to detect the saccade onset. Studies have ob-
served significant individual variances in reaction latency [30, 67, 84].
Therefore, similar to [16], a cross-subject calibration is performed
using each one’s mean latency of a neutrally challenging condition
(c = 0.5,v = 52 dB,e = 10◦),

3.1 Results
The bottom row of Figure 2 shows the complete reaction latency data
in aggregated statistical analysis. As in Figure 2c, with increasing
eccentricity, reaction latency elevates in visual-only conditions (from
286.21±1.78 ms at 5◦ to 355.76±3.96 ms at 20◦), but decreases the
latency with the audio-only conditions (from 346.71±3.35 ms at 5◦
to 293.01±1.77 ms at 20◦). We compare our measured reaction time
in visual-only conditions with prior work [16]. Our measured mean
reaction time increases from 275.77 at c = 0.5,e = 5◦ to 446.44 at c =
0.1,e = 20◦. This is similar to the data measured under the same
conditions in [16], which reported reaction times of 278.29 and 431.68,
respectively. Additionally, we leverage a statistical goodness-of-fit
Kolmogorov–Smirnov (K-S) test [51] to compare the two distributions.
K–S is a non-parametric statistical test for the fitting between two data
samples; a significant difference (p < .05) by the test indicates that
the two samples are drawn from different distributions. The K-S test
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Fig. 3: Visualization of our visual-auditory-integrated DDM model. Each sub-figure visualizes two axes of the mean value derived from the
three-dimensional (c,v,e) latency distribution function L := L(α (c,v) ,r (c,v,e)).

(D = .10, p = 1.00) failed to reject the null hypothesis that the datasets
from our experiment and [16] are drawn from the same distribution,
indicating their alignment.

A one-way repeated measures ANOVA shows a significant main
effect of eccentricity on both the visual-only condition (F3,2443 =
133.19, p < .0001) and audio-only condition (F3,2468 = 109.17, p <
.0001). Pearson coefficients validate the significant positive and neg-
ative correlations for the visual-only (r(2445) = .36, p < .0001) and
auditory-only (r(2470) = −.29, p < .0001) conditions, respectively.
We also observe their intersecting effect with eccentricity: visual-
only stimuli trigger faster reactions with low eccentricities (<=10◦)
than audio-only, but it is becoming surpassed as the eccentricity fur-
ther increases. In the integrated condition, the reaction latency is
also influenced by the eccentricity (F3,7368 = 133.41, p < .0001), but
with less standard deviation (281.43±11.1) compared to visual-only
(314.20±29.3) and audio-only (309.84±21.5) conditions.

Figures 2d and 2e show that higher contrast and volume gener-
ally lower reaction latency, although the volume effect is weaker.
Pearson coefficients indicate negative correlations between contrast
and latency in visual-only (r(2445) =−.36, p < .0001) and integrated
(r(7370) =−.39, p < .0001) conditions, also between volume and la-
tency in auditory-only (r(2470) =−.16, p < .0001) and the integrated
(r(7370) =−.08, p < .0001)conditions.

3.2 Discussion
The statistical analysis and visualization led us to several findings.
First, we found that reactions are faster to audio-only cues at larger
eccentricities, contrary to visual-only conditions where peripheral re-
actions are slower. Second, each sense is influenced by its specific
attributes, such as visual contrast and auditory volume. Third, we
observe that visual/auditory-only cues receive quicker reactions and
even reach the "generally faster" integrated cue in smaller/larger eccen-
tricity, explaining that audio-visual integration may be optimized for
the more efficient and reliable sensory cue [20]. In an extreme case
(e.g., e = 20◦ and c = 0.1), reaction latency slightly increases in the
integrated condition compared to auditory-only, indicating that singular
sense can outperform integrated when one sensory cue is prominent and
the other is greatly degraded. Based on the comparison between our
measured data and the existing visual-only reaction time model [16],
our results show statistical alignment with prior work and, therefore, re-
main credible. Those conclusions motivate us to develop a probabilistic
computational model in Section 4.

4 A MULTISENSORY MODEL FOR NOVEL CONDITIONS

We develop a computational model using a widely applied computa-
tional framework, the drift-diffusion model (DDM, Section 4.1). In
Section 4.2, we present a visual-auditory DDM-based formulation to
depict the probability of users’ reaction time given target contrast c
(0 for audio-only), volume v (0 for visual-only), and eccentricity e.
Finally, in Section 4.3, we fit the model with our data collection.

4.1 Drift-Diffusion Framework for Reaction Latency
Drift-diffusion model (DDM) [24, 63, 69] has been evidenced as an
effective framework to model human decision-making over time in
neuroscience, psychology, and economics [6, 43, 44, 69], especially the
accuracy and latency of human action performance [16, 52, 70]. DDM
simulates a stochastic diffusion process to accumulate evidence with
a non-zero drift while we examine the content. The cumulative level
at time t is modeled as At whose trajectory is a Brownian motion with
mean drift rate r > 0:

A(t;r) = rt +W (t), t ≥ 0, (1)

where W (t) is a noise term depicting human behavioral uncertainty.
Once A reaches a threshold α > 0, a decision or action is initiated

with a reset. Therefore, the corresponding reaction latency L(α;r) can
be formulated as:

L(α,r) = inf
t>0

{A(t;r)≥ α} . (2)

Instancing W (t) as a Gaussian noise of standard deviation t derives:

L(α,r)∼W
(

α

r
,α2
)
, (3)

where W is an inverse Gaussian distribution [23]. Next, we establish
a DDM-based model that predicts users’ reaction latency given the
stimuli’s visual-auditory characteristics.

4.2 Integrated Reaction Time Model
We discuss and formulate how our investigated multisensory stimuli
characteristics influence and determine these parameters in a DDM.

Threshold α Intuitively, the evidence threshold α indicates how
much evidence needs to be gathered, i.e., “how hard” a task is. In fact,
prior literature has also suggested that it is primarily determined by the
nature of a decision-making task [60, 64]. Interestingly in a multisen-
sory setting, the presence of each individual modality fundamentally
changes the task nature. Therefore, we model the task based on which
one(s) of the visual and auditory cues are present. That is

α := α (D(c) ,D(v)) (4)

, where D(x) :=

{
0,x = 0
1,x > 0

is a Dirichlet function. Note that α is

not correlated to the target eccentricity e, which does not alter the task
nature. The sensory-dependent α plays a core role in integrating both
uni- and multi-sensory tasks.

Drift rate r The difficulty of processing sensory inputs is usually
modeled to determine the drift rate [16, 60]. Our pilot study analysis in
Section 3.2 also shows the significance of the stimuli characteristics,
including visual contrast c, audio volume v, and eccentricity e. Moti-
vated by these observations, we model visual-only, auditory-only, and
visual-auditory-integrated evidence accumulation rates as r := r(c,v,e).



Statistics
Test Set P1 P2 P3 P4 P5 P6

K-S test D .06 .10 .10 .13 .10 .06
K-S test p 1.00 .99 .99 .95 .99 1.00

Wasserstein Dist 4.14 6.46 10.75 13.26 20.08 4.40

Statistics
Test Set R1 R2 R3 R4 R5 R6

K-S test D .06 .06 .10 .10 .06 .10
K-S test p 1.00 1.00 .99 .99 1.00 .99

Wasserstein Dist 9.75 6.09 8.37 8.21 6.58 8.52

Table 3: Evaluation of generalization to unseen users. D and p denote
the distance metric and its corresponding p-value for the K-S test, re-
spectively. The null hypothesis cannot be rejected in the K-S test due to
p ≫ .05. With the mean reaction latency across all pilot study trials being
293ms, a Wasserstein distance(WD) of 8.88 indicates a 3.03% mean
deviation.

Integration The computational model shall obtain the explicit
representation of α (c,v) and r(c,v,e) as presented above. There has
been extensive neurological literature and hypothesis on the process
of multimodal integration, such as time-windowing [13], or averaging
[81]. While weighing individual modalities, performance optimality
(minimal variances) have been considered [20,46], while in visual-audio
tasks, both optimal and sub-optimal patterns might be observed [3,4,81].
However, instead of seeking a neurological explanation, we aim to
develop a characterized and executable algorithm to assist downstream
graphics applications. Therefore, we simplify the integrated model as
a pure computational regression from our acquired data, such as both
α (·) and r (·) are formulated as a neural network with the learning
process detailed below.

4.3 Fitting Model Parameters: r and α

Using the psychophysical data collected in Section 3, we compute and
fit the DDM parameters {α,r} by noting their relationships with the
mean and variance of the latency distributions L, which are modeled as
inverse Gaussians:

E[L] =
α

r
, Var[L] =

α

r3 . (5)

Therefore, for each presented sensory identified by {D̂c, D̂v} and the
corresponding reaction latency data {L̂}, we can approximate the evi-
dence threshold α as:

α
(
D̂c, D̂v

)
=

√
E[L̂]3/Var[L̂]. (6)

Similarly, we can approximate the drift rates by sampling the subset
{L̂} from our entire dataset as only those trials from condition ĉ, v̂, ê:

r(ĉ, v̂, ê) =
√

E[L̂]/Var[L̂]. (7)

However, there is a remarkable distinction in learning α and r: All α

can be directly approximated from our data given which sensory inputs
are presented, However, r analytically depends on the exact values
of each sensory cue. To ensure the local smoothness, we formulate
the underlying r(c,v,e) as a Radial Basis Function Neural Network
(RBFNN) and optimize the parameters therein using sample-computed
target values. The final model is visualized in Figure 3. The drift rate
component r(·, ·, ·) of our visual-auditory-integrated DDM, which is a
function of the contrast c, volume v, and eccentricity e, was modeled
using Radial Basis Function Neural Network. Specifically, we modeled
our function as

r(c,v,e) =
N

∑
i=1

λiρ


∥∥∥∥∥∥∥∥

{

0 if c = 0
log10(c) if c ̸= 0

v
e

−bi

∥∥∥∥∥∥∥∥ ,σi

 (8)

where ρ is the Gaussian Basis function and bi/σi is the radial basis
center/ Gaussian deviation for ith neuron. Since we observed a fast
drop down of the reaction latency in response to the contrast from 0.1
to 0.5, we performed a log function to the contrast value to stabilize
the nonlinear relationship. We chose the N = 25 , L2 loss and Adam
optimizer to train the RBFNN for 5k epochs. The learning rate started
at .01 for neural network training, and a 10× learning rate decay was
performed at epoch 2.5k. Since our dataset of {(c,v,e), r̂(c,v,e)} pairs
is fairly small, we performed full-batch training instead of mini-batch
training, i.e. the whole dataset was used for each parameter update. For
visual-only/ auditory-only conditions, we set v = 0/c = 0 as the input
to our model. The training was conducted using a single Nvidia RTX
4090 GPU and took less than 1 minute to complete.

5 EVALUATION
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(b) results for a random subject
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Fig. 4: Cross Validation and model comparison with prior work. (a)
shows the results for one held-out partition R1 with random sampling. (b)
shows the testing results on P1 with the model trained using the other
5 participants’ data. (c) shows the model prediction of our model in
visual-only target compared with the prior literature [16].

We present a quantitative assessment of our model’s prediction
accuracy and generalization ability (Section 5.1). In addition, we
conduct user studies to compare the predictions with user behaviors in
VR driving and gaming scenarios (Section 5.2).

5.1 Model Accuracy and Generalizability
Dataset setup We split the reaction time data from Section 3 into

non-overlapping training-testing partitions for cyclic cross-validation.
We first randomly sample 1/6 of the entire dataset to compose the
evaluation set to measure the model’s prediction accuracy and repeated
six times (R1,2,...,6). We also split the data by participants (P1,2,...,6) to
evaluate the model’s generalizability to new users. Specifically, each of
the 6 testing datasets contains all participant trials, with the remaining
reserved to re-train our model.
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Fig. 5: User study results. (a)/(b) shows the scene and task. (c) indicates the stimuli appearance for true/null/audio-only target corresponding to (a)
and (b). (d)/(e) shows the cumulative probability/probability density of aggregated data vs. model predictions. (f)/(g) visualizes the model prediction
vs. user data split with different sensory cues/scene types in Q-Q plot.

Results and discussion When comparing between a testing
dataset and model predictions, we adopt two metrics, the K-S test and
Wasserstein distance (WD) [36]. WD provides a continuous-domain
metric on the distinction between the two samples.

Figure 4 visualizes the cumulative distribution function (CDF) of
measured data and model predictions for both random (R) and par-
ticipant (P)-based partitions. Table 3 shows all numerical analysis
results.

In summary, all K-S tests on the 12 partitions show p ≥ .95, failing
to reject the null hypothesis that the model prediction and the test data
are drawn from the same distribution. The WD for random/participant-
based partitions is 7.92±1.23/9.85±5.63. Given the mean latency of
293 ms from the entire dataset, the model prediction may be approxi-
mated as exhibiting < 2.70%/3.36% deviation. These results validate
the distributional alignment between test data and our model’s predic-
tions. Specifically, the analysis with random partitions confirms our
model’s prediction accuracy. Moreover, the analysis with participant-
based partitions demonstrates the model’s generalizability to new users
in practical applications.

Comparison with prior literature As in Figure 4c, we further
compare our model with prior open-source literature from Duinkharjav
et al. [16]. We test with a median f = 1.5 spatial frequency (of their
range {.5,1,2,4}) as their frequency input , maintaining consistent
contrast and eccentricity to evaluate and compare the reaction time
predictions. Since the previous model only predicts the visual-only
condition as our subset, we set v = 0 for our model. Our model aligns
with the [16] across various contrasts and eccentricities (D = .10, p =
1.00) from a K-S test.

5.2 Study: Predicting Target-Reaching Latency in Multi-
modal Naturalistic Scenarios

From the pilot study (Section 3.2) and our model (Section 4), we
observed how the visual-audio interplay significantly influences the
reaction time. This study evaluates our model’s applicability in var-
ied target-identification tasks, as well as realistic and representative
scenarios – driving and gaming.

Participants and tasks Twelve adults (ages 21-46, 3 females)
with normal or corrected-to-normal vision and hearing participated
in the study. The appearance orders of the three conditions and the
two scenes were randomized and counter-balanced across participants.
Rather than examining a pair of identical targets in Section 3, we
aim to validate the model with a different go/no-go target-reaching
task [27, 56]. At the beginning of each trial, participants were shown a
grey background with a fixation indicator at the center of the display.
After a successful fixation, the scene with the task object appeared
(a car or a mole). Then, after a randomized .75−1 second delay, an
additional task-relevant stimulus (turning light/arrow with or without
a spatial sound) appeared on the object to indicate true or null targets
(see “scenes and setup” below for details). Participants were directed
to make a saccade towards the true target or to maintain the gaze fixed
if perceiving a null target. Similar to other go/no-go paradigms,
we included null trials to ensure that participants were perceptually
analyzing the targets instead of blindly responding to any changes.
Please refer to the supplementary video for animated visualization.

Scenes and setup As shown in Figures 5a to 5c, we designed
virtual environments to simulate two realistic scenarios. In the driv-
ing scene, the true target was the car with an overtaking turn signal
(left/right-side car turning right/left light on) and/or with a spatially
co-located car horn sound (60 dB); the null target was the car with the



opposite turn signal and/or a spatially misaligned sound. In the whack-
a-mole gaming scene, the true target was the mole with an up arrow
and/or a spatially co-located rustled sound (55 dB); the null target was
the mole with a down arrow and/or a spatial misaligned rustled sound.
Visual contrasts were approximated as the averaged Weber contrast
from a three-layer Laplacian pyramid. Auditory volume was physically
measured with the same device as Section 3. The hardware remained
the same as Section 3.

Conditions For each scene, we also experimented with three sen-
sory modalities (visual-only, audio-only, and integrated). In the audio-
only condition, all targets were designed as visually unidentifiable
shown in Figure 5c. For example, the mole didn’t hold any arrow in
its hand, and the car didn’t turn on its turn signal. Therefore, the true
target could only be identified by whether the auditory direction is on
the same side as its visual appearance. Aiming to evaluate our model’s
generalizability in unseen scenarios, we intentionally selected differ-
ent eccentricity levels from the pilot study (Section 3). Within each
condition, we experimented with three horizontal eccentricities not pre-
sented in the pilot study (7◦, 14◦ and 21◦). We also introduced vertical
eccentricities from 1◦ to 4◦ to enable validation of the generalization ca-
pability. Each participant performed 16 repeats × 3 eccentricities × 2
scenes × 3 sensory modalities, resulting 288×12 participants = 3456
trials. They also did 3456×50% = 1728 null trials. Overall, we col-
lected 3456+1728 = 5184 trials in total.

Results and discussion In comparison with our model prediction
and evaluation data, we provide Figure 5d and Figure 5e visualize the
aggregated cumulative distribution and probability density of ground
truth and predictions. In addition, Figure 5f and Figure 5g visualize
the quantile-quantile (Q-Q) plot across different sensory modalities and
scenes, which the samples approximately lying on the diagonal line
indicate the distributions between the model and data are compared as
similar. We also statistically validate our model with user data across
modalities and scenes using goodness-of-fit (K-S) and distribution
distance metrics (WD) as detailed in Table 4. K-S test failed to reject
the null hypothesis with(D = .06, p = 1.00) and WD= 21.41 for the
entire dataset.

Statistics
Test Set

All Visual Auditory Integrated Driving Gaming

K-S D .06 .10 .10 .10 .13 .06
K-S p 1.00 1.00 1.00 1.00 .96 1.00
WD 21.41 15.94 41.86 23.69 22.85 15.01

Table 4: Evaluation of generalization to natural scenes. The K-S test
analysis and Wasserstein Distance across sensory cues/ scene types.

The analysis demonstrates our model’s applicability in naturalistic
scenes, maintaining consistent predictions with variations in scene
types or novel target characteristics.

6 APPLICATION CASE STUDIES

6.1 Multisensory Content Perceptibility Assessment

In scenarios like VR games (e.g., Beat Saber), immersive simulators
(e.g., VR driving simulation), or content creation (e.g., commercial
video), observers may overlook a quickly appearing target (such as
a gaming block, a virtual pedestrian, or a promotional product). Our
model can approximate the likelihood of users reacting to visual and/or
auditory events in time, assessing the perceptibility of multisensory
content. The assessment can thereby offer guidelines for the design of
VR interactive applications and video creation.

Perceptibility approximation Our model predicts the probabilistic
distribution of users’ reaction latency for each target. Then, We approx-
imate the likelihood of missing a target as the accumulated probability
of the reaction time exceeding the target appearance duration. That is,
for each target defined with {e,c,v} and appearance duration T , the

probability of missing a target is:

Pmiss (e,c,v,T ) := P(L(α (c,v) ,r (e,c,v))> T )

= 1−Φ

(√
α2

T

(
rT
α

−1
))

− e2αr
Φ

(
−
√

α2

T

(
rT
α

+1
))

,
(9)

where Φ is the cumulative distribution function of Gaussian.

Dataset Here, we demonstrate the proof-of-concept with a public
video dataset for virtual reality applications. We experiment with a
visual-audio omnidirectional video dataset from [9]. It contains 17
omnidirectional footage (2K-4K resolution @ 24-60 FPS) with first-
order B-format ambisonic surround sound @ 4,000 Hz.

Experiment and results We rendered an omnidirectional video in
VR (120◦×90◦). We extracted the targets via the instance segmentation
of MMDetection [11] and estimated the audio sources’ directions from
the ambisonics (see Figure 6a). We visualized the probability of
missing targets in different viewpoints and target appearance time
shown as Figure 6c.

The visualization indicates that across visual/auditory/integrated
conditions, varying viewpoints and time of appearance (240ms to
330ms) influence target-miss likelihood, with respective shifts of
17.3%/21.0%/8.3% and 42.9%/44.8%/62.0%.

6.2 Reaction-Optimized Layout Guidance for Multisensory
Immersive Interface

VR/AR interfaces can be designed with not only visual but also auditory
cues [1, 31]. So far, we have little quantitative guidance on how such
multisensory cues should be spatially designed so that users react faster
to the individual elements.

As shown in Figure 7a, we leverage our model to suggest whether
audio or visual (if not both) cue is more beneficial in terms of triggering
faster user reaction at given eccentricities. Specifically, the model
compares the mean user reaction time to visual-only/audio-only cues
given the contrast/volume and determines which sensory modality has
a faster reaction within explicit eccentricity ranges. Their isosurface is
visualized in Figure 7b. That is, for eccentricities (Z-axis) above/below
the surface, auditory/visual interfaces are more beneficial for faster
reaction time. Two example 2D slices from the 3D isosurface are
shown in Figure 7c. The audio-only cue triggers the faster reaction
in a larger area (audio-driven) while c = 0.05, but in a smaller area
(visual-driven) while v = 45dB.

6.3 Suggesting Video Playback Speed
For faster content consumption, today’s video streaming platforms
commonly support accelerating playback speed (e.g., 0.25× to 2× on
YouTube). However, we still lack a comprehensive guideline that cap-
tures the experiential consequences of these adjustments. For instance,
if a video is accelerated, is there a risk of crucial events being missed
before users can react to them? In fact, studies have identified draw-
backs of accelerated video play on learning effectiveness [74]. Here, by
leveraging the perceptibility assessment from Section 6.1, we can pre-
dict users’ reaction time to a certain target during video watching. The
higher playback speed reduces the target appearance time and makes
it more likely to be overlooked. Therefore, our model can suggest
maximal playback speed so that the video is not over-accelerated and
that observers do not miss crucial events.

Dataset preprocessing We reused the dataset in Section 6.1, stan-
dardized the footage, and annotated the directions of visual and auditory
sources. Since the intended targets may be arbitrary depending on in-
dividuals, we simplify by identifying the (visual/auditory/integrated)
target as shown below. For consistency in both spatial and temporal res-
olutions across all frames, we normalized all footage by downsampling
to 320×240 @ 10 Hz.
• Identifying visual targets: without loss of generality, we assume the

potential visual target as human characters. Specifically, in each
plane frame, we detect the two characters with the highest confidence
scores by MMDetection [11]. The visual eccentricities are directly
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Fig. 6: Application: analysis of video target-missing probability with a VR video dataset. (a) shows the example frame rendered in VR with different
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obtained from the detection. Their contrasts were approximated
similarly to Section 5.2.

• Identifying auditory targets: The original ambisonic audio in the
dataset is at a high frequency of 48,000 Hz, where each audio sample
encodes a primary sound source [87]. To robustly determine the
direction of the audio targets, we uniformly downsampled the audio
to 150 samples per video frame and estimated the direction by aver-
aging their horizontal eccentricities. [78]. We approximate the audio
source’s volume by mapping the ambisonic W -channel to the scale
of 44 dB - 63 dB.

• Identifying visual-auditory integrated cues: we define a pair of visual
and auditory targets as integrated if their spherical angular distance
is less than 12◦, otherwise, as visual-only or audio-only.

• Approximating target appearance duration: regardless of the video
content, eye rotations change our retinal image and thus target visual
eccentricities. Therefore, we approximate the duration of target
appearance (defined by unchanging {e,c,v}) as an averaged fixation
duration of approximately 400 ms [66]. While performing content-
aware studies with eye-tracked datasets such as [73] is an interesting
future avenue, it falls beyond our main focus in this research, as
discussed in Section 7. Nonetheless, our model and the analysis
framework are still applicable to target-adaptive durations.

Experiment and results To simulate viewing with an iPad Pro
tablet (22 cm×28 cm) in portrait mode (3:4 aspect ratio), we uniformly
re-framed 9 plane videos (40◦× 53◦) along the equator (0◦ latitude)
of each panoramic video (as illustrated in Figure 6b) and obtained
1648/931/389 frames with visual-only/audio-only/integrated targets.
For fair cross-comparisons, we randomly sampled 350 frames for each

sensory condition. As a proof-of-concept analysis, we approximate the
user’s gaze at a fixed position of display before each target-reaching.
Therefore, We assume each user’s “current” eye gaze is at the display
center with a 30cm viewing distance. Figure 8a show the overall
statistics of the dataset. The predicted target-missing probabilities
(Pmiss) across the dataset is visualized in Figure 8b. Without loss of
generality, we analyze with 40% chance of missing as an “acceptable”
threshold, i.e., Pmiss ≤ 0.4. As in Figure 8b, we observe that 1.35±
.06×/1.28± .04×/1.46± .04× to be the maximal playback speed for
visual-only/audio-only/integrated targets.

6.4 Consequence of Audio Cancelling
With the growing production, many users wear noise-canceling head-
phones outdoors, even when crossing a street. Eliminating the audio
from critical events such as approaching cars/trains has caused life-
loss tragedies [54]. Here, we leverage the model to approximate the
elevated likelihood of this risk. According to the “decision latency
threshold” to avoid collisions (0.41 second [55]), our model shows that,
in large eccentricity (e = 20◦), the probabilities of missing a honking
car (a visual-audio integrated target) may increase by 1.30% to 16.52%
(assuming c = 0.5 and v = 65dB) if the audio cue is fully muted.

7 LIMITATIONS AND FUTURE WORK

Stimuli characteristics Our focus is on predicting the effects
of uni- and multi-sensory targets by varying their eccentricity, con-
trast, and volume, factors known to influence reaction performance
[16, 21, 45]. Building a full-spectrum perceptual metric may require
other factors, such as object motion and size, or visual/auditory fre-
quencies These additions could substantially expand the number of
dimensions for establishing a statistical model. A future direction is to
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Fig. 8: Application: suggesting playback speed. (a) visualizes the statistical distribution of the content characteristics in our collected video dataset.
Specifically, (b) shows the mean and standard deviation of target-missing probabilities (Y-axis), by varying playback speed (sampled at 30cm viewing
distance), respectively.

study the cross-condition effects toward dimensionality reduction with
principal component analysis, multidimensional scaling, or geodesic
transformation [79] in the feature space.

Metrics For accuracy and consistency, we measure the reaction
time by saccade onset, similar to [16]. However, studies also found
discrepancies between saccade-based and limb-based latency, e.g., key-
pressing [19]. As an exciting future direction, we plan to extend the
research by exploring reaction markers such as controller tracking or
more precise biometrics, including electromyography (EMG) [53].

Inter-target interference While performing the experiment and
modeling, we ensured the prior knowledge of a single target throughout
the field of view. The users were given the defined target before their
reaction, while the non-targets were assumed as non-influential back-
grounds. However, users may process arbitrary and/or multiple targets
in natural tasks due to the selective attention The multi-target interfer-
ence may further influence reaction patterns [58]. It may be particularly
outstanding for auditory stimuli that are not spatially separable. Adapt-
ing the model with predicted saliency [73] may enable more precise
prediction in the wild, especially for film-watching scenarios as we
leveraged in Section 6.

Run-time adaptive video playback In the application of sug-
gesting video playback speed (Section 6.3), the suggestion is adapted
to both video content (visual-audio targets) and users’ real-time gaze
information, which we assumed as display center as a proof-of-concept
analysis. To achieve pre-recorded and universal suggestion without eye-
tracking, we plan to apply approximation approaches such as saliency-
based gaze estimation [73].

8 CONCLUSION

We measured and predicted multisensory reaction latency. This is
accomplished via a psychophysical study in VR and eye movement
detection. The acquired data further derive a probabilistic model that
propagates to new conditions. Beyond validating its accuracy and
generalizability, we demonstrate the model’s real-world application in
predicting a viewer’s likelihood of missing the target in video, VR/AR
interface optimal applicable range for each sensory modality, and noise-
cancelling-induced risk. The discoveries provide quantitative evidence
for user-aware content creation and consumption, VR/AR and inter-
active applications, and noise-canceling consequences. We hope the
research will develop new attention in the community concerning the
ubiquitous visual-auditory interplay and how it influences content con-
sumers’ and VR/AR users’ behaviors. For instance, how do we deter-
mine whether users are aware of critical events in VR? Also, how could
the VR/AR designer place the interface for better interactive cueing?
Also, how should video-sharing platforms recommend proper/maximal
playback speed to preserve the perceived content?
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A PILOT STUDY DATA COLLECTION IN HISTOGRAM
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Fig. 9: Pilot study results in histograms. Histograms show the detailed
distribution of aggregated user behaviour data at each eccentricity, con-
trast, and volume.
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Fig. 10: Preliminary study results. We recruited four users (ages 23-29,
1 female) with normal or corrected-to-normal vision and hearing. The
preliminary study contains the same experimental setup and protocol with
Section 3 but dense sample points with eccentricity, volume, and contrast.
This experiment was to help us design our pilot study by selecting the
maximum/ minimum range and neutral challenging sample points for
stimuli characteristics. We guaranteed a balanced number of sample
points across three dimensions to prevent user fatigue.
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